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ABSTRACT

On-demand systems in which several users can ride simultaneously the same vehicle have great potential to improve mobility while reducing congestion. Nevertheless, they have a significant drawback: the actual realization of a trip depends on the other users with whom it is shared, as they might impose extra detours that increase the waiting time and the total delay; even the chance of being rejected by the system depends on which travelers are using the system at the same time. In this paper we propose a general description of the sources of unreliability that emerge in ridesharing systems and we introduce several measures. The proposed measures are related to two sources of unreliability induced by how requests and vehicles are being assigned, namely how users’ times change within a single trip and between different realizations of the same trip. We then analyze both sources using a state-of-the-art routing and assignment method, and a New York City test case. Regarding same trip unreliability, in our experiments for different fixed fleet compositions and when reassignment is not restricted, we find that more than one third of the requests that are not immediately rejected face some change, and the magnitude of these changes is relevant: when a user faces an increase in her waiting time, this extra time is comparable to the average waiting time of the whole system, and the same happens with total delay. Algorithmic changes to reduce this uncertainty induce a trade-off with respect to the overall quality of service. For instance, not allowing for reassignments may increase the number of rejected requests. Concerning the unreliability between different trips, we find that the same origin-destination request can be rejected or served depending on the state of the fleet. And when it is served the waiting times and total delay are rarely equal, which remains true for different fleet sizes. Furthermore, the largest variations are faced by trips beginning at high-demand areas.

1. Introduction

Mobility systems have been facing profound changes throughout the last years due to the emergence of new technologies that are able to coordinate massive numbers of users and vehicles online. Transportation network companies operate worldwide. In their most common service requests are consecutively assigned to the same vehicle, without pooling. This is, several passengers do not share the same car at the same time unless they travel in a group. Although these systems might be useful to decrease the number of cars in a city (as they can replace car ownership (Carranza et al., 2016)), they fail to reduce the number of cars on the streets, i.e. congestion (Tirachini and Gomez-Lobo, 2020; Henao and Marshall, 2019), because they operate as private trips. More recently, these ideas have...
been extended to include shared\textsuperscript{1} trips, which have considerable potential in reducing the required number of vehicles (Santi et al., 2014) to operate the system. This reduction in the number of cars on the streets may effectively reduce congestion if the size of the vehicles is appropriate (Tirachini et al., 2019), due to an increase in the vehicle’s usage. The mathematical complexity of these systems is much higher, but previous works have proposed successful methods to assign sets of requests to vehicles (Alonso-Mora et al., 2017; Fagnant and Kockelman, 2018; Tsao et al., 2019; Simonetto et al., 2019), showing that these systems might be efficient.

Nevertheless, on-demand shared systems might have a significant drawback. For each user, the actual realization of her trip depends on the other users in the vehicle. In a lucky instance, she might be the only passenger, and the trip will be fast, but when there are more users, it can affect the travel distance (detour), waiting times and walking distances, among other variables. Therefore, on-demand ridesharing systems present new sources of unreliability, i.e., users cannot know in advance how their trips are going to be in an accurate way. As a comparison, non-shared systems (including taxis) always follow the shortest paths, while traditional public transport systems have fixed routes (as opposed to on-demand) and waiting times are known when timetables are available. Reliability is one of the most relevant quality factors for users both in public transport (Friman et al., 1998; Redman et al., 2013; Beirao and Cabral, 2007) and in different kinds of ridesharing or on-demand systems (Gargiulo et al., 2015; Chen et al., 2017; Agatz et al., 2012; Paquette et al., 2009). As such, understanding unreliability due to new requests is crucial to succeeding in providing shared mobility systems in the future. Moreover, even in systems that do not share trips, reliability is seen as one of the major improvements that new technologies can introduce when compared with traditional taxis (Rayle et al., 2016; Tussyadiah et al., 2017).

Unreliability phenomena are inherent to the on-demand and shared nature of ridesharing systems, because the route that a vehicle will follow while serving a request evolves over time. Consider the example shown in Fig. 1. Passenger $p_1$ is being moved by the pink vehicle $v$ from $O_1$ to $D$; when $p_1$ is close to her destination, a new request $p_2$ emerges, that shares the same destination $D$ and whose origin $O_2$ is close to the current position of the vehicle, but requires a small detour. Assigning $p_2$ to $v$ is efficient, as the system is serving an additional request with little extra effort. However, from the point of view of $p_1$, this sudden change might be quite disturbing, a phenomenon that is independent of total traveling and waiting times.

In this paper, we first propose a general description of the sources of unreliability that emerge in on-demand ridesharing systems, to then measure those that can be controlled by the provider of the system, i.e., that are related to how the system assigns vehicles and requests together. We calculate these measures using an adapted version of the model proposed in Alonso-Mora et al. (2017), during two hours (about 20,000 requests) in Manhattan. We study how the predicted times for each single request change from its first assignment until the drop-off, and also how different realizations of the same request obtain different results.

1.1. Related works

The design of centrally controlled ridesharing systems, which match on-demand groups of requests with vehicles, is an emerging topic in the literature. The underlying optimization problem is quite complex, as the on-demand assignment is related to the Dynamic Vehicle Routing Problem (Pillac et al., 2013), and vehicle-sharing is related to the Dial-A-Ride problem (Ho et al., 2018), both problems being NP-Hard. Several works, such as Vosooghi et al. (2019), Gurumurthy and Kockelman (2018), Wang et al. (2018), Fagnant and Kockelman (2018), deal with this complexity by using agent-based models with somewhat simple assignment rules, while others propose algorithmic approaches. For instance (Alonso-Mora et al., 2017), the model that we use here, consider the set of requests that emerges at each interval (of some pre-defined duration) to identify the possible matches among them and the vehicle fleet and optimize the assignment. The method was modified by Simonetto et al. (2019) to assign no more than one passenger to a vehicle.

---

\textsuperscript{1} Throughout this paper, the word “shared” refers to several passengers from multiple requests using the same vehicle at the same time.
each time, thus reducing the computational time. (Tsao et al., 2019) propose a fast algorithm but limited to vehicles of capacity two. When these systems are assumed to replace taxis or private cars only, results show that the number of vehicles on the streets and the total Vehicles-Hour-Traveled (VHT) might be heavily reduced (Alonso-Mora et al., 2017; Wang et al., 2018), but when the modal share is also taken into account, VHT could increase (Vosooghi et al., 2019; Gurumurthy and Kockelman, 2018; Fagnant and Kockelman, 2018; Tirachini et al., 2019) because some passengers might come from public transport, whose large vehicles make a more efficient use of space.

Ridesharing systems have also been recently studied in a number of relevant directions other than unreliability. To improve their performance, rebalancing techniques and assignment methods that try to anticipate future requests have been proposed (Wallar et al., 2018; Wen et al., 2017; Spieser et al., 2016; Alonso-Mora et al., 2017). The potential of reducing VHT suggests that integrating such systems in a public transport network could provide a better service. Several ideas to achieve this integration have also been proposed (Pinto et al., 2019; Fielbaum, 2020; Winter et al., 2018; Salazar et al., 2018). These approaches will benefit from a better understanding of reliability issues in ridesharing systems.

Traditionally, reliability in transport systems have been understood as the uncertainty regarding waiting and traveling times. In public transport, for instance, waiting times might be uncertain if timetables are not being used, and traveling times might depend on the congestion on the streets. This phenomenon (defined as “daily unreliability” in Section 2) is also present in on-demand ridesharing systems. The unreliability that emerges due to traffic conditions in ridesharing systems has been studied by Liu et al. (2019). The relevance of uncertainty is measured by Alonso-Gonzalez et al. (2020), who calculate the so-called value of reliability\(^2\) VOR for a shared system, i.e., the willingness to pay to reduce the uncertainty (defined as the standard deviation of the waiting and traveling times), and compare it with the value of time VOT (waiting and in-vehicle), finding that VOR is about one half of VOT.

Reliability regarding total time is not the only concern in ridesharing systems; changes that occur during passengers’ trips (as shown in Fig. 1, and here defined as “one-time unreliability” in Section 2) are also of interest. Its relevance has been indirectly analysed by Bansal et al. (2019), who estimate that demand could be increased by about 10% if waiting times could be better predicted.

Some works have addressed unreliability-related problems in ridesharing systems. (Pimenta et al., 2017) optimize the operation of a ridesharing system, according to reliability criteria, but in a simplified scheme in which all the origins and destinations are located over a single line. In these shared-on-demand systems, users can also be a source of unreliability (defined as “unreliability induced by the users” in Section 2), if they don’t arrive punctually at their pick-up point, which has been described and measured by Hyland and Mahmassani (2020) and Kucharski et al. (2020). Nourinejad and Roorda (2016) focus on systems that are not centrally optimized, but in which drivers have their own routes and seek for passengers whose origins and destinations are compatible with their paths. In contrast, we focus on decisions taken by centrally operated on-demand systems with arbitrary origins and destinations.

1.2. Contribution

So far only partial aspects of unreliability in on-demand ridesharing systems have been studied. This paper defines and describes the novel sources of unreliability that emerge in on-demand ridesharing systems with pooled rides, when the operators centrally control how to assign users and vehicles. Subsequently, appropriate measures for the unreliability aspects that can be directly controlled by the provider of the system are proposed. The study provides qualitative explanations for these phenomena, defined quantitative indices to measure them, and describes the trade-offs between unreliability and other indicators of quality of service.

We then show how to apply these measures to gain insights about the operation of on-demand ridesharing over realistic scenarios. To do that, we experimentally study how the predicted times for each single request change from its first assignment until the drop-off, and how different realizations of the same request lead to different results, using an adapted version of the model proposed in Alonso-Mora et al. (2017), during two hours (about 20000 requests) in Manhattan.

The proposed measures enable the study of which requests are likely to receive a more unreliable service, and can be employed to design more reliable routing and assignment methods and to compare them.

1.3. Organization

The paper is organized as follows. Section 2 describes qualitatively the new sources of unreliability related to ridesharing systems and Section 3 discusses how to measure unreliability. Section 4 describes the assignment model that matches requests with vehicles and that is employed to generate results the results over Manhattan, presented in Section 5. Section 6 studies how controlling unreliability affects the other quality-of-service indices of the system. Finally, Section 7 concludes and proposes some avenues for future research.

2. New sources of unreliability

In the following we focus on those unreliability sources whose cause is related to the specific characteristics of an on-demand ridesharing system. In this paper we do not discuss unreliability sources that are already present in traditional public transport

\(^2\) See Carrion and Levinson (2012) and Li et al. (2010) for a general review on value of reliability.
systems, such as congestion or accidents on the streets, or in car-sharing systems in which rides are not shared.

The ultimate cause for the new sources of unreliability is that requests emerge dynamically and in a stochastic way, affecting the routes of vehicles and previous passengers in the system. We classify these sources in a more specific way, depending on whether they are caused (directly) by other users or by the operational rules of the system:

**Definition 1. (Unreliability induced by the users)** Sometimes, users will not be there when vehicles arrive at their pick-up point, forcing the vehicle to wait for some (short) time, making users that are in the vehicle face a longer delay, and increasing waiting time for future users. Some previously assigned trips might now get rejected (by the system or by the user). Similar problems arise if a user cancels her trip when the vehicle is on its way.

**Definition 2. (Unreliability induced by the operators)** Each time the system receives a new request, it changes how it gathers several requests together, and also how it assigns requests to vehicles. Depending on the system’s rules, such changes can affect routes, which in turn might increase waiting time for passengers that are not on-board yet, and delay for passengers that are on their way but that now have to pick-up a new request. Furthermore, a request that had been previously assigned may now be rejected, in order to prioritize new ones (for instance, because they are closer or they involve more users).

Users’ perceptions concerning these changes can also be classified, depending on whether it is a one-time variation or if it is systematic.

**Definition 3. (One-time unreliability)** When a user executes a trip, the actual delay and waiting time might be different from the ones that were predicted at the beginning of the trip. These additional times directly impact short-term plans and decisions. Thus, one-time unreliability refers to changes that happen within a particular execution of a travel request.

**Definition 4. (Daily unreliability)** When deciding to request a trip (i.e., when choosing whether to travel or not, and in which mode), the user will consider not only the expected quality of service (i.e., delay, waiting time, etc.), but also the range of values that it might take, including the chance of being rejected by the system if there are no vehicles available. Thus, daily unreliability refers to changes that happen to multiple executions of the same travel request across multiple instances of the request, e.g., across multiple days.

Most mobility systems do not have flexible routes. Public transport’s vehicles are characterized by following consecutively always the same fixed path, while non-shared systems always follow shortest paths between origins and destinations. Therefore, unreliability regarding time in the vehicle (beyond congestion) is specific to flexible ridesharing systems. When this flexibility is on-demand (as opposed to previously arranged systems), one-time unreliability emerges because times cannot be predicted in advance. Daily unreliability, on the other hand, deals with the uncertainty of the total travel time (not with its predictions), i.e., this is the type of unreliability usually considered when measuring the value of reliability VOR. Uncertainty regarding waiting times is also present in public transport, traditional taxis and non-shared on-demand systems; however, the uncertainty regarding the route that the vehicle will take is specific to on-demand ridesharing.

How to measure unreliability should depend on these classifications. In this paper, we focus on the unreliability induced by the operators. In fact, operators might take decisions that control unreliability, at the cost of degrading some other quality-of-service indicators of the system. For instance, they could decide that once a request $r$ has been assigned to a vehicle $v$, then every future request can only be served by $v$ after completing $r$, which would reduce the uncertainty to a minimum. Nevertheless, such a rule would reduce the number of available vehicles in the system, inducing other undesirable effects such as an increase in waiting times or in the number of rejected requests. Therefore, there is a trade-off between reliability and traditional quality-related indices of the system.

### 3. Measures of unreliability

Let us consider a user that poses a request $r$ to the ridesharing system. The following concepts will be needed to provide formal definitions of the unreliability measures:

- **Request time** $t_r$, which is the moment in which the trip was requested to the system.
- **Origin** $o_r$ and **destination** $d_r$ of the trip.
- **Real waiting time** $t_w(r)$, which is the difference between the pick-up time and the request time.
- **First-announced waiting time** $t_{w1}(r)$. “First-announced” measures require a more detailed explanation, as their existence is the core of the one-time unreliability sources studied in this paper. Soon after the request is posed, it is processed by the system and the user is assigned to a vehicle (unless it is rejected because there are not enough available vehicles). The first-announced waiting time is the waiting time that would be achieved if the vehicle’s itinerary remains unchanged until picking the passenger up. However, $t_{w1}(r)$ might be different from the real waiting time $t_w(r)$, because before the pick-up takes place, new requests might emerge, which could add extra detours to the assigned vehicle; or the passenger could get reassigned to another vehicle before pick-up.
- **Real in-vehicle time** $t_{iv}(r)$, which is the time elapsed between the pick-up and drop-off of the request.

---

3. See Levinson (2005) and Muñoz et al. (2020) for an extensive review on unreliability in public transport.

4. See Lee et al. (2019) for an extensive review on unreliability in car-sharing systems in which rides are not shared.

5. See Ritzinger et al. (2016) for a survey on assignment methods under these dynamic and stochastic conditions.

6. A glossary with all the symbols used throughout the paper is provided in the Appendix A.
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Fig. 2. The updated itinerary of a vehicle. In the upper line, the vehicle has been assigned to serve two passengers only (blue and brown), so it moves from its current position (CP) to serve both trips from the pick-ups (PU) to drop-offs (DO). With this itinerary, the brown request needs to wait for the vehicle to traverse two arcs before the pick-up, and it is in the vehicle during one arc. When the red request emerges (below), the vehicle’s itinerary is updated, increasing both the waiting time and the detour of b. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

- Real detour $t_d(r)$, which is the difference between $t_o(r)$ and the time required by the shortest path between $o_r$ and $d_r$.
- First-announced in-vehicle time $t_i^a(r)$ and first-announced detour $t_d^a(r)$, which are defined analogously as $t_i^a(r)$: they would be the achieved in-vehicle time and detour if the vehicle does not change its itinerary from the first announced assignment until the passenger is dropped-off.
- Real delay $D(r)$, which is the difference between the real arrival time provided by the system and the arrival time achieved if traveling by private car. Real delay can be decomposed into the waiting time and the detour, both nil when traveling privately:

$$D(r) = t_w(r) + t_d(r)$$

- First-announced delay:

$$D^f(r) = t_i^a(r) + t_d^a(r)$$

For all indices, we define the difference between the real and the first-announced ones, denoted by $\Delta$:

$$\Delta t_o(r) = t_o(r) - t_o^a(r)$$

$$\Delta t_i(r) = t_i(r) - t_i^a(r)$$

$$\Delta t_d(r) = t_d(r) - t_d^a(r)$$

$$\Delta D(r) = D(r) - D^f(r)$$

Note that $\Delta t_d(r) = \Delta t_o(r)$, because the difference between the detour and the in-vehicle time is the shortest distance between $o_r$ and $d_r$, which is fixed, i.e., the in-vehicle time increases only due to the detour.

These last indices $\Delta t_o$, $\Delta t_i$, $\Delta t_d$, and $\Delta D$ are the crucial ones for studying one-time unreliability, as they measure exactly how the quality of service provided by the operator is degraded when admitting new requests while serving previous ones. These indices may take negative values, which imply a better performance of the system than expected. For example, consider the case that traveler $r_1$ is waiting for a vehicle $v$ that was en route to pick up $r_2$ before her, but $r_2$ is suddenly assigned to another vehicle, reducing the time required by $v$ to arrive at $o_r$. In the remainder of the paper we consider the positive values for these indices, and truncate to zero those that are negative, to study the unreliability effects that are negative for the users.

Daily unreliability, on the other hand, deals with the different realizations of the indices when repeating the same request, i.e., how $t_o$ and $t_d$ can take different values depending on the circumstantial co-travelers for a same request.

An example of these concepts is shown in Fig. 2, representing the update of a vehicle’s itinerary. For simplicity, we assume that all arcs have unitary length. We will focus on the brown passenger $b$. When she and the blue passenger first request their trips, the vehicle announces that it will move from its current position (CP) to pick-up the blue passenger first, then it will pick-up the brown passenger, and then it will drop-off both in the inverse order. Therefore, for the brown passenger:

$$t_i^b(b) = 2, \quad t_d^b(b) = 0, \quad t_i^r(b) = 1, \quad D(b) = 2$$

These values are explained as follows: the vehicle needs to traverse two arcs before the pick-up takes place, but then it goes directly to its drop-off, which takes 1 time unit. However, when the red request emerges, it is picked-up just before $b$ and it is dropped-off also just before $b$, which increases the real waiting time and the detour by 1, so the delay is increased by 2:

$$t_o(b) = 3, \quad t_i(b) = 1, \quad t_d(b) = 2, \quad D(b) = 4$$
Yielding:
\[
\Delta t_n(b) = 1, \quad \Delta t_i(b) = 1, \quad \Delta t_s(b) = 1, \quad \Delta D(b) = 2
\]

3.1. One-time unreliability

In this subsection we propose and analyze indices that characterize the changes that a user might face while her trip is taking place.\footnote{\label{fn:naive}We measure changes with respect to the first-announced indices defined above. These indices are “naive” when assuming that no changes will take place. They are relevant, however, because they show to which extent understanding these changes is indeed a relevant task for both researchers and practitioners. Moreover, proposing better first-announcements (predictions) is a very complex challenge, as they depend on each specific request and on the general state of the system. Up to our knowledge, there are no public methods to provide these predictions effectively.} As exemplified with Fig. 1, the phenomena are present in any on-demand shared system, and the indices proposed here are equally general. However, the specific values that these indices take depend not only on the demand and network, but also on the operational rules and algorithms that define the ridesharing system.

We propose five definitions to analyze the one-time unreliability, that compares the actual realization of a trip with its first announcements. We will compute these measures over each request \( r \), and also over the set of requests that depart\cite{fn:naive} from each zone \( x \), whose size will be denoted \( Q(x) \), to analyze whether there is a relationship between the number of passengers (in some zones of the transport network) and the unreliability measures.

**Definition 5.** [Unreliability in waiting time] For a passenger \( r \), this refers to the difference \( \Delta t_w(r) \) between the first-announced waiting time \( t_w'(r) \) and the actual waiting time \( t_w(r) \). Recall that this difference emerges when \( r \) is assigned to a vehicle \( v \), but prior to the pick-up of \( r \), one of the following happens: (i) either new passengers are assigned to \( v \) and being picked-up before \( r \), inducing a longer vehicle’s detour that increases the waiting time faced by \( r \); or (ii) new requests yield a reassignment process that changes the assigned vehicle to another one with a longer time to arrive at the pick-up node.

For each request \( r \), we measure the difference \( \Delta t_w(r) \) between the announced and the actual waiting time. For a zone \( x \) we calculate the average between the requests departing there
\[
U_{t_w}(x) = \frac{\sum_{x \in x} \Delta t_w(r)}{Q(x)}
\]

We can interpret this definition as conditional expected values, noting that:
\[
U_{t_w}(x) = \frac{\sum_{x \in x} \Delta t_w(r)}{|\{ r : o_r = x \land \Delta t_w(r) > 0 \}|} \cdot \frac{|\{ r : o_r = x \land \Delta t_w(r) > 0 \}|}{Q(x)}
\]

Which can be rewritten, considering probabilities with respect to requests that depart from \( x \), as:
\[
U_{t_w}(x) = E(\Delta t_w(r) | \Delta t_w(r) > 0) \cdot P(\Delta t_w(r) > 0)
\]

Then, for each zone, we have two forces that explain unreliability in waiting times: how likely is to face an increase in waiting times while the vehicle has not arrived yet, and the expected magnitude of that increase.

**Definition 6.** [Unreliability in detour] For a passenger \( r \), this refers to the difference \( \Delta t_d(r) \) between the detour first-announced by the system \( t_d'(r) \) and the actual one \( t_d(r) \). Recall that this difference emerges when, prior to dropping-off \( r \), one of the following happens: (i) the vehicle that is carrying her is assigned to new requests that induce new stops with \( r \) on board (i.e., the stops take place after \( r \)’s pick-up but before her drop-off); or (ii) new requests yield a reassignment process (before pick-up) that changes the assigned vehicle to a new one that requires a longer in-vehicle time to carry \( r \).

For each request \( r \) we compute the difference \( \Delta t_d(r) \) between the announced and the actual detour. For each zone we define:
\[
U_{t_d}(x) = \frac{\sum_{x \in x} \Delta t_d(r)}{Q(x)}
\]

Which can be re-written as:
\[
U_{t_d}(x) = E(\Delta t_d(r) | \Delta t_d(r) > 0) \cdot P(\Delta t_d(r) > 0)
\]

I.e., for each zone the two forces explaining unreliability in detours are how likely is to face an increase in detours, and the expected magnitude of that increase.

**Definition 7.** (Unreliability in delay) For a passenger \( r \), this refers to the difference \( \Delta D(r) \) between the total delay first-announced by the system \( D'(r) \) and the actual one \( D(r) \). Recall that this definition includes both waiting time and detour: \( \Delta D(r) = \Delta t_w(r) + \Delta t_d(r) \).

For each request \( r \) we compute the difference \( \Delta D(r) \) between the announced and the actual delay, which is a condensed way of describing if a completed request faced any changes at all. At a zone level, we obtain

\[
\Delta t_n(b) = 1, \quad \Delta t_i(b) = 1, \quad \Delta t_s(b) = 1, \quad \Delta D(b) = 2
\]
\[
U_D(x) = \frac{\sum_{r \in R} \Delta D(r)}{Q(x)}
\]

Which can be re-written as:

\[
U_D(x) = E(\Delta D(r) | \Delta D(r) > 0) \cdot P(\Delta D(r) > 0)
\]

Unreliability in delay is explained by analogous two forces: how likely is to face an increase in total delay, and the expected magnitude of that increase. Note that because the delay of a request includes its waiting time and detour, we can conclude that \(\Delta t_w(r) \leq \Delta D(r)\) and \(\Delta t_D(r) \leq \Delta D(r)\) for each request \(r\), which implies that \(P(\Delta t_w(r) > 0) \leq P(\Delta D(r) > 0)\) and \(P(\Delta t_D(r) > 0) \leq P(\Delta D(r) > 0)\). That is to say, unreliability in delay is always the largest, which is caused by the first of the said forces, i.e., the probability of facing an increase.

**Definition 8. (Unreliability in rejections)**  Each time the system processes all the upcoming requests, it does it together with the old requests that have been assigned to a vehicle but have not been completed yet, to allow for reassignments that might increase the global efficiency. When reassigning, the system might decide to reject some request(s) that had been previously accepted but not picked up yet, if this rejection(s) improves the global efficiency of the system.

For each request we compute if this “becoming rejected” (after being originally accepted) happens or not; as there is no magnitude associated, we shall look only at how likely is that this happens to a request emerging from \(x\). Defining \(\Delta \text{Rej}(x)\) as the set of requests that face become rejected and whose origin is in \(x\), we calculate the unreliability in rejections for the zone \(x\) as:

\[
U_R(x) = \frac{\lvert \Delta \text{Rej}(x) \rvert}{Q(x)}
\]

**Definition 9. (Number of changes faced per request)** Each request \(r\) might face several changes, as assignments are updated iteratively. For each request, we compute the expected waiting time at each assignment, since the first one until it is picked-up, and count how many times this prediction increases; analogously, we count how many times a request’s expected detour and delay increase, since its first assignment until it is dropped-off. They will be denoted, respectively, \(NC_t(r)\), \(NC_d(r)\) and \(NC_D(r)\).

### 3.1. Analysis of these measures

The concrete dynamics that every request experience depend directly on the specific operational rules of the ridesharing system. However, some unreliability patterns can be described qualitatively and are valid in general.

Changes in waiting times occur only while the user has already made a request but the vehicle has not arrived yet, whereas changes in detours can take place until the drop-off. Therefore, the probabilities of facing changes are higher when the vehicle has just been assigned, and decrease afterward.

However, the contrary might happen with the probability of getting rejected if the system does not penalize unreliability (i.e., it does not put any special priority on previously assigned requests). To see this, consider a passenger \(p\) that has been waiting a long time \(T\) to be picked-up, and a passenger \(p\) that has just requested a trip with similar origin and destination. Also consider that the system has to choose between both (due to the availability of seats). With the cost function utilized in this work, which maximizes the quality of service for those requests that are satisfied, then the new request should be selected. This is because its lower real waiting time implies that she is receiving a better quality of service. Such selection can be undesired when studying unreliability, as it implies that the chances of getting rejected are higher precisely for those passengers that have already been waiting for longer times.

Zones that are located in different parts of the network are expected to present different unreliability rates. Requests that are located in the high-demand areas face larger competition for the vehicles, which increases the probability of any change (either increasing delay or becoming rejected). Similarly, requests that connect distant origins and destinations face a higher chance of an increased detour, because they spend more time in the vehicle.

### 3.2. Daily unreliability

Daily unreliability is defined as the different outcomes that a same trip faces when repeated under varying circumstances. More precisely, if a same trip is repeated \(\ell\) times, we look how many of those are rejected, and for those that are served, we calculate the usual deviation indices within the set of real waiting times, detours and delays. In particular, we are looking at the box-plots and the standard deviation (we could also look at the coefficient of variation, but using it to measure reliability has been “largely disregarded in recent studies” according to Alonso-González et al. (2020). We will consider that two repetitions correspond to a same trip if the origin and destination are the same, and the request times belong to a same “period”, i.e., where conditions remain similar (in our experiments, we will use requests emerging between 1 pm and 3 pm -afternoon off-peak- in weekdays excluding Friday).

However, in a real dataset it may be not possible to observe different realizations of the same trip, because it is unlikely that the
exact same origin and destination are repeated several times every day. To overcome this issue, one may measure daily unreliability over a small number of artificial extra trips, defined by their origins and destinations and with similar request times. In our experiments, we insert them over the original set of requests, and we repeat each artificial trip several times\(^9\) in such a way that they do not overlap (to prevent those different repetitions to share the same vehicle) and that their request times occur while the general demand pattern remains similar. The assignment method is applied over the whole set of requests (the real and the artificial ones), and the outcomes are measured for each of the artificial trips, so that we can analyze how they vary. Inserting a low number of artificial trips prevents inducing a significant impact on the system as a whole, so the results for each of these artificial trips can be studied in isolation.

4. The assignment model

In the remainder of this paper we will compute the proposed measures in a real-life ridesharing system employing a state of the art method to assign passengers and vehicles. For this section, let us formally define a “request” as a single user call, defined by its origin, destination, time of request and number of passengers, and a “group” as a set of requests that can be served together by the same vehicle. The set of requests will be denoted as \(R\), and the set of feasible groups is \(G\) (which is a subset of \(\mathcal{P}(R)\), the power set of \(R\)). These requests have to be assigned to the set of vehicles \(V\), taking into account their current positions and the passengers that they are serving. This assignment process is done iteratively each \(\delta t\) (here we use \(\delta t = 1\) min) with \(R\) containing the requests that have accumulated during that lapse and those that can be reassigned, i.e., that were assigned earlier and have not been picked-up yet.

To decide how to assign requests to vehicles and how to match different requests together, we will use the model proposed by Alonso-Mora et al. (2017) with a slight modification that is helpful to study unreliability: we drop the requirement that waiting time for which requests are served is optimized with respect to these costs.

\[
\begin{align*}
\mathcal{c}(r,v) &= \sum_{w \in v} \left[ p_w \tau_w(r,v) + p_v \tau_v(r,v) \right] + \\
&\quad \sum_{w \in v} \left[ \tau_w(r,v) + p_v \tau_v(r,v) \right] + c_v \Delta L(r,v)
\end{align*}
\]

Eq. (9) shows the explicit expression for the cost for \(v\) to serve \(r\). The first term stands for the waiting and in-vehicle time for the requests in \(r\) \((p_w\) and \(p_v\) are the respective unitary costs), the second term represents the additional times for those requests that were already being served by \(v\), and the third term represents the operators’ costs \((\Delta L\) is the extra length of the route of the vehicle, and \(c_v\) is the respective unitary cost).\(^{10}\)

2. Solve an ILP with binary variables, that selects some arcs (i.e., trips) from the \(RGV\) graph and some requests to be rejected (with a corresponding penalization in the objective function), such that each request is either rejected or in one selected trip, and each vehicle is at most in one selected arc.

3. A rebalancing process, in which unused vehicles are assigned to the set of rejected requests (because there is a lack of vehicles near to the origin of those requests), without sharing. These requests are not actually being served by those vehicles, but this process just tells the idle vehicles in which direction to move, so the system gets better prepared for the next iteration.

When these steps are completed, the system begins accumulating new requests. In the following iteration, these new requests are assigned together with the old non-rejected requests that have not been picked-up yet, in order to allow the system to reassign them when it is efficient to do so. As we aim to understand how unreliable the system can be, here we maximize the flexibility of the system by admitting any change, as long as it does not violate the bounds on waiting times and delay of every request. Furthermore, requests that have already been assigned but have not been picked-up yet might be reassigned to a different vehicle (maybe increasing their waiting times) or rejected, if that reduces the total cost of the system. We only drop some of these rules when analyzing directly the trade-off between reliability and flexibility in Section 6.

\(^{9}\) For instance, in Section 5 we repeat each artificial trip ten times. There are only three origin-destination pairs that reach this number of repetitions in the considered set of real requests; moreover, one specific node is present in the three of them either as origin or destination, which narrows seriously the analysis that could be done from them.

\(^{10}\) This definition of the costs entails that the system considers directly all the agents involved in the process, i.e., users and operators. For-profit companies might use slightly different cost functions depending on how they price each trip, but they are also interested in minimizing their own costs and in providing high quality of service to attract more users. Therefore, Eq. (9) can approximate a cost function for the for-profit case as well.
something that is shown empirically to happen in the first two columns and in Alonso-Mora et al. (2017). The last column is interesting, as the higher penalty rates have a clear impact on worsening the quality of service for the served passengers. Vehicles of mixed capacities that provide the same total yields almost the same results than uniform capacities (a little worse, though).

Including reliability. As predicted, the first three alternative scenarios provide a worse quality of service than the basic one. Using public transport systems, see Jara-Daz and Gschwender (2009) and Fielbaum et al. (2020). Vehicles offering equal total capacity should be worse for the users but better for the operators for slightly different reasons: Users are affected because it is less likely to find an available vehicle nearby, and operators are benefited due to costs that are fixed per vehicle, affecting because it is less likely to find an available vehicle nearby, and operators are benefited due to costs that are fixed per vehicle, affecting how this is related to unreliability; moreover, we also consider operators’ costs (recall that they are assumed proportional to VHT), so requests that require long distances are more likely to be discarded because they induce a higher cost to the system. To obtain sound results, we consider five alternative scenarios, that analyze the impact of different design variables on one-time unreliability: fewer vehicles (FV, 1000 vehicles of capacity 4), smaller vehicles (SV, 2000 vehicles of capacity 3), same total capacity with larger fewer vehicles (LFV, 1600 vehicles of capacity 5), mixed-capacity vehicles (MCV, 2000 vehicles of capacity 3, 4, 5), that begin evenly distributed across the network), and a scenario with 5000 vehicles and doubled rejection penalty, that achieves a service rate greater than 97% (Table 1), which allows us to study unreliability when rejecting passengers is a less relevant problem (FR, few rejections).

We solve the assignment problem over a subset of the publicly available dataset of taxi trips in Manhattan’s network (4091 nodes and 9453 edges). The assignments are computed over the sets of requests that emerge between 1 and 3 pm on 15/01/2013 for one-time unreliability. For daily unreliability, we consider ten weekdays starting on Monday 14/01/2013. During the off-peak period, congestion is not a very relevant problem, i.e., traveling times are somewhat stable, which allows us to disregard unreliability due to traffic conditions, isolating the effects we are aiming to study in this paper. A period of two hours is selected to keep the demand pattern stable (within the afternoon off-peak), while being long enough to allow vehicles to update their itineraries many times (so one-time unreliability phenomena can show up) and to insert ten copies of the artificial requests (to study daily unreliability). Friday is not considered as a weekday, because it usually presents different travel demand than Monday-Thursday (see Jin et al., 2019, for instance, for the case of New York).

5. Computing the measures on a real-life case

In this section, we compute the unreliability measures proposed in Section 3 over a real dataset of requests from Manhattan, using the assignment method explained in Section 4. This process illustrates the values of the said unreliability measures, which is achieved twofold:

1. We obtain several general conclusions about on-demand ridesharing systems. In short, we show that they can be very unreliable, because users can face very relevant changes to their schedules.
2. We obtain several specific conclusions, whose validity might be constrained to the scenarios we are studying, but that shows how policy-makers can use the proposed indices to describe and understand better pooled on-demand systems in order to improve them.

We use this dataset because it provides enough detail to run the simulations, as shown by Alonso-Mora et al. (2017). The first three scenarios FV, SV, and LFV, are expected to offer worse quality of service to the users than the basic scenario. On the one hand, fewer or smaller vehicles offer a lower total capacity without any advantages for the users. On the other hand, fewer larger vehicles offering equal total capacity should be worse for the users but better for the operators for slightly different reasons: Users are affected because it is less likely to find an available vehicle nearby, and operators are benefited due to costs that are fixed per vehicle, such as part of the capital costs or drivers’ wages (this trade-off between users’ and operators’ costs has been thoroughly studied in public transport systems, see Jara-Daz and Gschwender (2009) and Fielbaum et al. (2020)).

The basic scenario considers 2000 vehicles capable of carrying 4 passengers at a time, as in Alonso-Mora et al. (2017). Removing all requests that have more than 4 passengers leaves a total of 19610 requests for the two hours period.

As we will show in Table 1, the basic scenario has a service rate of 66.5%. This number is lower than what is achieved in Alonso-Mora et al. (2017), because we are using a lower rejection penalty, to allow for a trade-off with the other quality measures, and to see how this is related to unreliability; moreover, we also consider operators’ costs (recall that they are assumed proportional to VHT), so requests that require long distances are more likely to be discarded because they induce a higher cost to the system. To obtain sound results, we consider five alternative scenarios, that analyze the impact of different design variables on one-time unreliability: fewer vehicles (FV, 1000 vehicles of capacity 4), smaller vehicles (SV, 2000 vehicles of capacity 3), same total capacity with larger fewer vehicles (LFV, 1600 vehicles of capacity 5), mixed-capacity vehicles (MCV, 2000 vehicles of capacity \( \in \{3, 4, 5\}\), that begin evenly distributed across the network), and a scenario with 5000 vehicles and doubled rejection penalty, that achieves a service rate greater than 97% (Table 1), which allows us to study unreliability when rejecting passengers is a less relevant problem (FR, few rejections).

The first three scenarios FV, SV, and LFV, are expected to offer worse quality of service to the users than the basic scenario. On the one hand, fewer or smaller vehicles offer a lower total capacity without any advantages for the users. On the other hand, fewer larger vehicles offering equal total capacity should be worse for the users but better for the operators for slightly different reasons: Users are affected because it is less likely to find an available vehicle nearby, and operators are benefited due to costs that are fixed per vehicle, such as part of the capital costs or drivers’ wages (this trade-off between users’ and operators’ costs has been thoroughly studied in public transport systems, see Jara-Daz and Gschwender (2009) and Fielbaum et al. (2020)).

Table 1 shows the quality-of-service indicators that are considered when computing the optimal assignments, i.e., without including reliability. As predicted, the first three alternative scenarios provide a worse quality of service than the basic one. Using vehicles of mixed capacities that provide the same total yields almost the same results than uniform capacities (a little worse, though). Last column is interesting, as the higher penalty rates have a clear impact on worsening the quality of service for the served passengers, as it exhibits the largest average delays despite of having more vehicles (a larger fleet is expected to reduce waiting times and detours, something that is shown empirically to happen in the first two columns and in Alonso-Mora et al. (2017)).

11 We use this dataset because it provides enough detail to run the simulations, as shown by Alonso-Mora et al. (2017).

12 Of course, this low rejection rate could be achieved with even more vehicles and without increasing the rejection penalty. However, a very large fleet would offer non-shared trips to almost every user, preventing the emergence of the unreliability phenomena we are studying.
to provide better predictions or to make these changes less frequent is crucial for these systems. Requests that are first assigned to some vehicle.

First predictions are of little use if changes are so usual, so developing techniques to achieve the low rejection rate, as serving most of the new requests requires updating the itineraries of a large portion of the vehicles. In all, Table 2 verifies that on-demand ridesharing systems can be very unreliable if they rely on first predictions, because many requests that face changes due to the upcoming requests. Assigning idle vehicles to new requests, which keeps the conditions for previous requests. On the other hand, when a vehicle becomes full, its passengers will face no new changes, which happens more often with small vehicles. This is why the scenario with larger vehicles provides the worst total results.

Moreover, the last three rows of the basic scenario are also informative: if a passenger’s delay increases with respect to its original prediction \( E(\.\Delta D |\.\Delta t > 0) \), from Eq. 7, her extra delay will be (on average) as large as the average extra delay of the whole system; the average passenger faces 0.35 changes on the predictions, but the maximum number of changes is 6, which makes any prediction barely useful.

These conclusions are robust, as shown by the other columns: the number of passengers facing changes is quite large, and the average extra delay is very similar to the average total delay of the system. When we compare across columns, two remarkable conclusions emerge: more vehicles imply more reliability, but the opposite happens with respect to the size of the vehicles. The comparison with the “smaller vehicles” scenario is illustrative: although it is supposed to be a worse system (same number of vehicles of a smaller size), it offers better reliability both regarding the chance of staying accepted and of keeping the first-announced delay.

These relationships between fleet’s conditions and unreliability can be interpreted: having more vehicles increases the chance of assigning idle vehicles to new requests, which keeps the conditions for previous requests. On the other hand, when a vehicle becomes full, its passengers will face no new changes, which happens more often with small vehicles. This is why the scenario with larger vehicles provides the worst total results.

The scenario with mixed capacities have better results than the basic one regarding rejections, but worse regarding delay, when measuring either the chance of getting an extra delay or its magnitude. The last column reveals that even a system with a very low rejection rate can be quite unreliable. In this case, changes are related mostly with increasing total delay: these changes are necessary to achieve the low rejection rate, as serving most of the new requests requires updating the itineraries of a large portion of the vehicles.

In all, Table 2 verifies that on-demand ridesharing systems can be very unreliable if they rely on first predictions, because many users face changes due to the upcoming requests. The bold row exhibits numbers that are always at least almost one third, and that can be higher than one half. The high variance among these numbers can be synthesized by saying that unreliability is always an issue, but its relevance depends heavily on the fleet conditions. First predictions are of little use if changes are so usual, so developing techniques to provide better predictions or to make these changes less frequent is crucial for these systems.

### Table 2

<table>
<thead>
<tr>
<th>Measure</th>
<th>Base</th>
<th>FV</th>
<th>SV</th>
<th>LFV</th>
<th>MCV</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requests that become rejected</td>
<td>6.85%</td>
<td>10.7%</td>
<td>5.25%</td>
<td>6.3%</td>
<td>4.83%</td>
<td>1.14%</td>
</tr>
<tr>
<td>( P(.\Delta D &gt; 0) )</td>
<td>19.2%</td>
<td>22.2%</td>
<td>17.2%</td>
<td>22.3%</td>
<td>19.6%</td>
<td>31.3%</td>
</tr>
<tr>
<td>Requests that face changes</td>
<td>26.1%</td>
<td>32.9%</td>
<td>22.5%</td>
<td>28.6%</td>
<td>24.4%</td>
<td>32.4%</td>
</tr>
<tr>
<td>First-accepted requests that face changes ( E(.\Delta D</td>
<td>.\Delta t &gt; 0) ) [min]</td>
<td>1.68</td>
<td>1.87</td>
<td>1.7</td>
<td>1.74</td>
<td>1.83</td>
</tr>
<tr>
<td>Av. ( NC_D )</td>
<td>0.35</td>
<td>0.46</td>
<td>0.32</td>
<td>0.41</td>
<td>0.35</td>
<td>0.61</td>
</tr>
<tr>
<td>Max. ( NC_D )</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>8</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>Measure</th>
<th>Basic scenario</th>
<th>FV</th>
<th>SV</th>
<th>LFV</th>
<th>MC</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P(.\Delta t &gt; 0) )</td>
<td>5.9%</td>
<td>8.9%</td>
<td>6.5%</td>
<td>6.7%</td>
<td>6.2%</td>
<td>7.73%</td>
</tr>
<tr>
<td>( E(.\Delta t</td>
<td>.\Delta t &gt; 0) ) [min]</td>
<td>1.22</td>
<td>1.36</td>
<td>1.35</td>
<td>1.35</td>
<td>1.3</td>
</tr>
<tr>
<td>Av. ( NC_t )</td>
<td>0.13</td>
<td>0.22</td>
<td>0.14</td>
<td>0.15</td>
<td>0.14</td>
<td>0.19</td>
</tr>
<tr>
<td>Max. ( NC_t )</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>( P(.\Delta D &gt; 0) )</td>
<td>16.1%</td>
<td>17.6%</td>
<td>13.5%</td>
<td>19.4%</td>
<td>16.7%</td>
<td>29.3%</td>
</tr>
<tr>
<td>( E(.\Delta t</td>
<td>.\Delta D &gt; 0) ) [min]</td>
<td>1.67</td>
<td>1.83</td>
<td>1.64</td>
<td>1.78</td>
<td>1.69</td>
</tr>
<tr>
<td>Av. ( NC_D )</td>
<td>0.27</td>
<td>0.31</td>
<td>0.22</td>
<td>0.33</td>
<td>0.22</td>
<td>0.55</td>
</tr>
<tr>
<td>Max. ( NC_D )</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>8</td>
</tr>
</tbody>
</table>

#### 5.1.1. Unreliability in rejections and delay

Let us begin analyzing unreliability by looking at the indices that condense the most relevant information. In Table 2 we show unreliability in rejections -the one that affects requests that were originally assigned but are never picked-up- and unreliability in delay -the one that affects requests that were served by the system and that faced any sudden change. In the basic scenario, more than one quarter of the total requests faces some change, and this number increases to 36.1% when we take the requests that were immediately rejected out of the picture, because they cannot face any change. Note that 36.1% is calculated as 26.1% (the percentage of requests facing any change) divided by the percentage of first-accepted requests 72.35%, which in turn results from the sum of 65.5% (the number of requests that are served by the system, from Table 1 and 6.85% (requests that were immediately rejected, first row in Table 2). This figure (in bold in Table 2) unifies the most relevant information: if you request to be transported by the ridesharing system, and you are accepted with some first predictions, how likely is that these predictions are not fulfilled?

Moreover, the last three rows of the basic scenario are also informative: if a passenger’s delay increases with respect to its original prediction \( E(\.\Delta D|\.\Delta t > 0) \), from Eq. 7, her extra delay will be (on average) as large as the average extra delay of the whole system; the average passenger faces 0.35 changes on the predictions, but the maximum number of changes is 6, which makes any prediction barely useful.

These conclusions are robust, as shown by the other columns: the number of passengers facing changes is quite large, and the average extra delay is very similar to the average total delay of the system. When we compare across columns, two remarkable conclusions emerge: more vehicles imply more reliability, but the opposite happens with respect to the size of the vehicles. The comparison with the “smaller vehicles” scenario is illustrative: although it is supposed to be a worse system (same number of vehicles of a smaller size), it offers better reliability both regarding the chance of staying accepted and of keeping the first-announced delay.

These relationships between fleet’s conditions and unreliability can be interpreted: having more vehicles increases the chance of assigning idle vehicles to new requests, which keeps the conditions for previous requests. On the other hand, when a vehicle becomes full, its passengers will face no new changes, which happens more often with small vehicles. This is why the scenario with larger vehicles provides the worst total results.
5.1.2. Unreliability in waiting time and detour

We now analyze how changes in total delay split between waiting times and detour (Table 3). The first apparent conclusion is that detours are much more unreliable than waiting times, both in magnitude and in their chance to occur, which can be explained as users spend more time in the vehicle than waiting for it. Moreover, when an increase in the detour occurs, its magnitude is much larger than the average detour of the system, which is explained because many users can have zero detour. When we compare the different scenarios, one conclusion differs from the deductions explained in the previous paragraph: regarding waiting times, smaller vehicles are less reliable. This change on the conclusion is coherent with the interpretation we already provided, that rests on vehicles being full: if a passenger is waiting for a vehicle, it means the vehicle is not full yet, so it has room for adjusting its route to include more
passengers. However, the number of vehicles has a much larger impact, as shown by the two scenarios with fewer vehicles, whose indices are all worse than the results obtained by the basic one.

5.1.3. Spatial distribution of the unreliability indices

Let us analyze now how these results distribute in space, using the basic scenario (that presents intermediate results among all the

Fig. 5. Spatial distribution of the probability of becoming rejected after being accepted (left), and of the probability of facing an extra delay (center). Indices are normalized and the colorbar is at the right. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Spatial distribution of the probabilities of facing extra waiting time (left) or extra detour (center). Indices are normalized and the colorbar is at the right. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
scenarios). To do this, we first divide the network into zones, each one being a set of nodes. The partition is computed following the method proposed by Wallar et al. (2018), based on finding a “center” for each zone: define an upper bound (here we consider 150 [s]) to the distance between any node and the center that corresponds to its zone. Then, find the smallest set of centers that respect these bounds, when every node is linked to its closest center. This set is found through an ILP, that divides the Manhattan graph into 167 zones in our case.

Our aim now is to study $U_t^w(z)$, $U_t^d(z)$, $U_D(z)$, and $U_R(z)$, for every zone $z$. For the first three indices, we use the relationships explained by Eqs. (3), (5) and (7), i.e., we split the analysis into the probability of facing changes and the magnitude of these changes when they occur. To do this, first we show Figs. 3 and 4. Fig. 3 is a heatmap showing where are the origins of the requests located. There is a clear red area in the “center” of the network, that generates most of the trips; this area will be used as a reference in what follows.

Fig. 4 shows the average length of trips departing from each zone, which will prove useful to analyze one-time unreliability in detours. Note that requests that travel from the center present, on average, shorter trips.

We begin studying the probabilities of facing changes at all, i.e., the probability that a request emerging at each zone either become rejected or its total delay increases, after being accepted. These probabilities are shown in Fig. 5, in which darker colors represent lower probabilities of facing changes. The probability of becoming rejected after accepted (Fig. 5 left) is clearly higher for requests that depart from the high-demand area, which fits intuition as the competition for a vehicle is more intense there; moreover, most zones in the south of the network, as well as all the zones in the north of the network, present almost zero chance for becoming rejected once accepted. The analysis regarding the chance of facing an extra delay (Fig. 5 center) is similar but less conclusive, as the zones with high probability are a bit more spread.

The spatial distribution of the probabilities of facing a delay are better understood recalling that that extra delays are caused either by extra waiting time or by extra detours (or by both). Fig. 6 exhibits the probabilities of facing an increase in waiting times (Fig. 6 left) and in detour (Fig. 6 center). Waiting times are much more unstable for users that depart from the center of the network, which is again
related with the competition for a vehicle: while waiting for the vehicle to arrive, the chances that another request emerges nearby are high (notably, there is a large region in the north of the city in which requests never face extra waiting time). Extra detours, on the other hand, are more evenly distributed across the city, reflecting that two explanations are acting simultaneously: requests that depart from the center have more requests nearby, but their trips are shorter, as shown by Fig. 4. As extra detours are more common than extra waiting times (see Table 3), the somewhat even distribution of extra delay is mostly explained by extra detours.

Finally, Fig. 7 reveals that the average increase in any of these measures, constrained to the users that face changes, is distributed evenly across the city.

In all, we can synthesize this analysis by noting that this system is less reliable for users that depart from the most demanded zones in the city, which is explained mostly by the chance of getting rejected or by facing a waiting time longer than the first-announced one. However, if a user faces a change, the magnitude of this change does not depend on the user’s origin. This synthesis could be used, for instance, to modify the algorithm to aim for a fairer spatial distribution of the unreliability indices.

5.2. Daily unreliability

Daily unreliability is studied inserting artificial requests during ten weekdays, which are enough to obtain a hundred repetitions per
extra request, a number that enables making simple statistical analysis. Fig. 8 shows the number of requests per day (left) and the distribution of the requests’ size (right). As expected by using only weekdays (excluding Fridays), daily requests present tiny variations. The pie chart reveals that although most requests are unitary, the number of requests of a larger size is significant, rising the average number of passengers per request to 1.26. The origins and destinations of the artificial requests are shown in Figs. 9, and described as follows:

- \( R_1 \) has its origin and destination within the center of the network. It is the shortest of the four requests, but in an area where there are many requests, inducing a higher degree of shared trips and a higher competition for the vehicles.
- \( R_2 \) connects two quite distant points, that are both located in very low-demand areas, but that require crossing the center to be linked. The nodes are chosen such that the operators’ costs of serving the trip are lower than the rejection penalty.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Measure</th>
<th>( R_1 )</th>
<th>( R_2 )</th>
<th>( R_3 )</th>
<th>( R_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>Rejected repetitions</td>
<td>4%</td>
<td>84%</td>
<td>31%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>Av. Waiting time [min]</td>
<td>2.36</td>
<td>2.37</td>
<td>0.59</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>1.26</td>
<td>0.86</td>
<td>0.69</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>Av. detour [min]</td>
<td>2.45</td>
<td>1.91</td>
<td>2.64</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>2.36</td>
<td>1.77</td>
<td>2.23</td>
<td>2.1</td>
</tr>
<tr>
<td>FV</td>
<td>Rejected repetitions</td>
<td>23%</td>
<td>84%</td>
<td>57%</td>
<td>56%</td>
</tr>
<tr>
<td></td>
<td>Av. Waiting time [min]</td>
<td>2.68</td>
<td>2.25</td>
<td>1.05</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>1.27</td>
<td>1.17</td>
<td>0.76</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>Av. detour [min]</td>
<td>3.61</td>
<td>2.51</td>
<td>3.46</td>
<td>2.45</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>2.46</td>
<td>1.41</td>
<td>2.36</td>
<td>2.07</td>
</tr>
<tr>
<td>SV</td>
<td>Rejected repetitions</td>
<td>6%</td>
<td>82%</td>
<td>31%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>Av. Waiting time [min]</td>
<td>2.36</td>
<td>1.15</td>
<td>0.57</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>1.48</td>
<td>0.57</td>
<td>0.67</td>
<td>1.14</td>
</tr>
<tr>
<td></td>
<td>Av. detour [min]</td>
<td>2.3</td>
<td>2.03</td>
<td>2.24</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>2.32</td>
<td>1.27</td>
<td>1.96</td>
<td>1.89</td>
</tr>
<tr>
<td>LFV</td>
<td>Rejected repetitions</td>
<td>7%</td>
<td>90%</td>
<td>30%</td>
<td>13%</td>
</tr>
<tr>
<td></td>
<td>Av. Waiting time [min]</td>
<td>2.42</td>
<td>1.92</td>
<td>0.78</td>
<td>1.73</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>1.27</td>
<td>1.06</td>
<td>0.81</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>Av. detour [min]</td>
<td>3.52</td>
<td>3.63</td>
<td>2.78</td>
<td>2.48</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>2.52</td>
<td>3.15</td>
<td>2.19</td>
<td>2.23</td>
</tr>
<tr>
<td>MC</td>
<td>Rejected repetitions</td>
<td>5%</td>
<td>89%</td>
<td>29%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>Av. Waiting time [min]</td>
<td>2.39</td>
<td>2.2</td>
<td>0.68</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>1.51</td>
<td>1.17</td>
<td>0.77</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>Av. detour [min]</td>
<td>2.61</td>
<td>2.78</td>
<td>2.6</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>2.24</td>
<td>2.72</td>
<td>2.33</td>
<td>1.71</td>
</tr>
<tr>
<td>FR</td>
<td>Rejected repetitions</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>Av. Waiting time [min]</td>
<td>1.53</td>
<td>2.62</td>
<td>0.74</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>1.43</td>
<td>1.36</td>
<td>0.67</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>Av. detour [min]</td>
<td>1.76</td>
<td>2.6</td>
<td>2.23</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>Std. deviation</td>
<td>2</td>
<td>2.23</td>
<td>2.09</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Fig. 10. Box-plots of the resulting waiting times (left) and detour (right) for each repetition of the four requests.
- $R_3$ has nodes that are located at an intermediate distance. The origin of $R_3$ is in a low-demand area, which implies that not many vehicles will be around, and it goes to a high-demand area, which might induce sharing by the end of the trip.
- $R_4$ is a short trip, taking place out of the center.

Results are shown in Table 4, which contains the results for all the requests in every scenario, and in Fig. 10 that synthesizes the results obtained in the the basic scenario (2000 vehicles of capacity 4). Let us begin analyzing this scenario. A reliable system should respond equally each time a request is repeated. Regarding rejections, this means that a request should always be accepted, or always be rejected. A fully reliable system would always serve the same requests. In this case, results show that $R_1$ and $R_4$ (the two short trips) are very reliable, as they are almost never rejected. In the case of $R_2$, although its service rate is the worst, from a reliability point of view the situation is not bad, as the outcome is stable. In other words, users requesting such a trip (a long trip connecting two peripheral points) would probably never use the on-demand ridesharing system, because they know that the chance of finding a vehicle is too low. $R_3$ faces the most unreliable situation, as both being served and being rejected occur regularly. Note that $R_3$ is a trip of intermediate length, moving from a low-demand area (the north zone) to the center.

Let us now analyze the conditions of the trips that are served. The magnitudes of the standard deviations and the averages of the achieved detours are comparable, meaning that all requests present quite some unreliability regarding detours. That is to say, each time a user travels with this system, she has to be willing to face quite different routes, sometimes the shortest ones and other times with many deviations. The situation regarding waiting times is more dependant on the type of request, yet variations are significant for all of them.

The request that travels within the center $R_1$ presents the largest variations in both indices. The trip that goes towards the center $R_3$, that was shown to be the most unstable one regarding rejections, presents waiting times that are quite unvarying. Variations for $R_2$ are harder to analyze, as there are only 16 successful rides; however, those rides show the lowest detours’ variations among all the requests, and bounded changes with respect to the waiting times. Finally, $R_4$ presents intermediate results.

The general conclusion that trips might be very different each time they are performed continues to be true in all the other scenarios, as the standard deviations of both waiting times and detours are comparable with their averages. This conclusion is particularly true for detours, which is the type of unreliability specific to ridesharing systems as systems in which routes are not known a priori. A more detailed analysis reveals, however, that some conclusions are always valid and some are scenario-specific:

- All the requests might face uncertainty regarding they are going to be served or not. The case of $R_4$ is illustrative: although it presents the lowest rejection rates in most of the scenarios (many times reaching 0%), when the number of vehicles is low (FV) this is not longer true, as $R_4$ is better served, revealing that the system is focusing its few cars mostly on the center of the network.
- The requests $R_2$ and $R_3$ are the most rejected ones, but present the lowest variation on their waiting times, which is related to the fact that these requests’ origins are placed in a very low-demand area. The standard deviation of detours, on the other hand, depends strongly on the scenario.
- There are high differences among the scenarios when analyzing rejection rates, waiting times and detours. However, standard deviations do not change that much, meaning that without policies that control uncertainty, these systems are similarly unreliable regardless of the fleet conditions. Even in the last scenario, that provides the very best service rate, unreliability in waiting times or detours is not reduced.
- The scenario with mixed capacities reveals another interesting property when compared with the basic scenario, as it presents larger standard deviations for all the requests’ waiting times and for two of the requests’ detours, with some differences being quite significant. This can be explained, as which type of vehicle is serving you is yet another source of variation: if you are assigned to a small vehicle, then you are sharing with fewer other passengers and your waiting times and detour are going to be low, whereas the contrary happens when a large vehicle is serving you. Note that most users will ride large-capacity vehicles (because there are the same number of vehicles per type, meaning that there are more chairs offered in the larger vehicles), which is why for most requests average waiting times and detours are slightly higher than in the basic scenario.

All in all, for the given fleets considered here, the four inserted requests face relevant uncertainty when deciding if using the ridesharing system: many times they do not know if they are going to be accepted, and when they are, waiting times and detours can easily take values that are the double or the half of the average ones.

These indices might be used by policy-makers in order to modify the assignment rules to improve reliability for all: for instance, one might define a target waiting time and detour for each type of request, and penalize (or avoid) any assignment that yields results that are too far from that target. Note that such penalization requires the system to pre-define a better quality of service for some types of requests (something that already happens in public transport, that offers different frequencies depending on the line), which shows again the existence of a trade-off between reliability and other indices of quality of service, something that is studied in depth in Section 6.

As a sensitivity analysis, we have run the same experiment with the basic scenario, replacing each node with its closest neighbor. Results are robust, with the only significant differences occurring with $R_2$, that is rejected only 47% of the times, and presenting higher standard deviations (similar to the ones of $R_1$). This change happens because the distance between the original $R_2$ and its closest neighbour is more than 2 min, which shows that displacements that are local, but not so small, can have relevant impacts on the resulting quality of service and in its variations.
What happens if these decisions are changed? Is it possible to eliminate unreliability just by forbidding these changes?.

Quality of service when unreliability is controlled. All times are in minutes.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Av. Waiting Time</th>
<th>Av. Detour</th>
<th>Av. Delay</th>
<th>Rejected Requests</th>
<th>Av. users’ cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>1.01</td>
<td>0.65</td>
<td>1.66</td>
<td>34.5%</td>
<td>9.56</td>
</tr>
<tr>
<td>Intermediate</td>
<td>1.51</td>
<td>1.01</td>
<td>2.52</td>
<td>31.2%</td>
<td>10.3</td>
</tr>
<tr>
<td>Fully controlled</td>
<td>0.77</td>
<td>0.94</td>
<td>1.71</td>
<td>45.6%</td>
<td>11.6</td>
</tr>
</tbody>
</table>

### 6. The trade-off between one-time unreliability and other quality-of-service indices

Previous analyses are valid because one-time unreliability was admitted as a design decision: the operating rules of the system consider the chance of rejecting passengers that were previously accepted, if these rejections increase the global efficiency of the system, and also admit that a vehicle includes a new detour when it is on its way to pick-up someone, increasing her waiting time. What happens if these decisions are changed? Is it possible to eliminate unreliability just by forbidding these changes?.

We study these ideas through slight modifications on the algorithm that create two new scenarios:

1. **Fully controlled scenario**: When a passenger gets assigned to a vehicle, it is marked as non-rejectable for future assignments, and her maximum waiting time is updated to the predicted one. Note that we are still admitting for reassignments, if a different vehicle can pick her up in the same (or lower) time.

### Intermediate scenario:

Becoming rejected after being accepted might be more annoying than facing an extra waiting time. In this intermediate scenario, assigned passengers are also marked as non-rejectable, but their waiting time might increase (always bounded by the common maximum admissible waiting time).

These changes automatically make $U_R = 0$ for both scenarios, and $U_D = 0$ for the fully controlled one. Nevertheless, as the system becomes less flexible (the feasible set of solutions is now smaller), it is expected that the optimization process yields worse solutions, i.e., a worse combination of waiting time, detour and rejection rate.

**Table 5** compares the global figures for the three strategies. The global costs are calculated using the same relative weights (see Table 6 in the Appendix A) for the quality attributes that we use to optimize the assignment; the fleet is the one of the base scenario (2000 vehicles of capacity 4).

Waiting times are reduced in the fully controlled scenario, which is a natural consequence of forcing waiting times to stick to their first announcements. However, detours increase because the system is forced to pick-up new passengers when previous ones are on board. The most relevant impact, however, is on the rejection rate, which increases dramatically due to the inflexible conditions.

The intermediate scenario exhibits different changes. Here, forbidding the rejections of previously accepted passengers reduces the rejection rate. Nevertheless, the quality of service for the accepted requests gets strongly degraded, as both waiting times and detours are increased in about 50% on average. This degradation happens due to the dynamic nature of the system: sometimes requests are first accepted because there are no other requests competing with it. When new requests emerge, removing a few of this previously accepted request might enable some vehicles to arrive quickly at the new origins, but such removals are forbidden in the intermediate scenario.

In all, looking at the last column of **Table 5** is illuminating: the more controlled the unreliability, the higher the average users’ costs. That is to say, there is indeed a trade-off between unreliability and the other traditional measures of quality of service. This reinforces the need of more sophisticated ideas to control unreliability.

### 7. Conclusions

In this paper, we have described and formulated the new sources of unreliability that emerge in on-demand systems whose vehicles are used simultaneously by different users. We focus on those sources that could be directly controlled by the system, namely the waiting times and detours induced by co-sharing passengers together with the chance of being rejected. We have noted that two types of unreliability phenomena can be identified: on the one hand, for a given origin-destination and departing time, a passenger faces uncertainty regarding waiting times (which also happens in public transport and in non-shared on-demand systems) and regarding the route that the vehicle will follow with its induced in-vehicle time (which does not happen in other systems); on the other hand, the appearance of new users might increase the waiting time or the detour for passengers that are already assigned to a vehicle, and it can make some of them to become rejected. The first type is defined as “daily unreliability” and the second one is the “one-time unreliability”.

One-time unreliability was studied by simulating the operation of a ridesharing system during two hours over Manhattan, using a real dataset of taxi requests, and measuring for each passenger the difference between the first announced waiting times, detours and total delay, with the real ones. We also identified when some requests are accepted but then become rejected while the vehicle is on the

---

13 The same happens with total delay, but if in-vehicle detours are not admitted, actual sharing would occur only at very specific circumstances, when two passengers are matched in the same iteration, i.e., when their request times are very similar. In other words, eliminating $U_D$ by these means would turn the whole system in a (almost) non-shared one.
way to pick them up, and for those that are served we counted how many times did the predictions change. We calculated all these measures globally, and we also analyzed their distribution in space, by taking averages over the requests that depart from each zone.

We found that, for different fleet conditions, a third or more of the assigned requests faces some change, either becoming rejected or increasing their total traveling times; when the latter happens, the average increase on total delay is similar to the average delay of the system. The average number of prediction changes is lower than one, but some users can face up to six to eight changes (depending on the fleet that is being used) on total delay’s prediction, and up to four changes in waiting time’s prediction. Smaller fleets provide a much more unreliable service. Regarding the spatial distribution of the measures, it is shown that requests that are originated at the most demanded zones (in the center of the network) have a larger probability of facing changes.

To study daily unreliability, we defined four representative origin-destination pairs, and we inserted several copies of each of them (with a time window that prevents matching them together), in order to compare the outcome of each copy. All these requests present some varying characteristics when they are served, which is true for different fleet conditions. Requests that depart from the most demanded areas present higher variations on their waiting times, but also a larger certainty of being served (not rejected).

Finally, we studied the relationship between unreliability and the other measures that define the quality of service of the system, namely average waiting times, delay and rejections rate. To do so, we compared the same simulations but with two different scenarios: in both once a passenger is assigned to a vehicle, she can’t get rejected, and in one of them new assignments can’t increase the waiting time of users that are already waiting to be picked-up. Doing so makes the system more reliable (considering the one-time unreliability), but results show that at the cost of degrading the other indices of quality of service.

Some of the specific conclusions explained above might depend on the chosen scenarios, i.e., on the demand, fleet conditions and on the assignment rules. However, the identification of these types of unreliability as a crucial issue is valid for any on-demand ridesharing system, as well as the trade-off between reliability and other aspects of quality-of-service. Moreover, such specific conclusions verify that the measures proposed in this paper help understanding the daily operation of these mobility systems, and can be used to modify and improve the assignment rules to serve different reliability-related purposes.

There is plenty of room for future research regarding unreliability in ridesharing systems. The most relevant one is how to control it, i.e., studying how to alter the assignment procedures to provide more accurate times without increasing the rejection rate or passengers’ average delay and waiting times. Techniques to control unreliability are likely to be different if we aim to reduce one-time unreliability or daily unreliability. Sophisticated prediction tools, that are able to inform expected waiting times and detour by looking at the state of the system as a whole, is yet another way to face the same issues.
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Appendix A

See Tables 6 and 7.

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters used for the assignment process. The relative weights of in-vehicle time, waiting time and operators’ costs due to a moving vehicle are adapted from Jara-Díaz et al. (2017). Max. waiting times and delay are taken from Alonso-Mora et al. (2017). Rejection weight is ours, adjusted to penalize rejections but to allow some of them if this is really beneficial for other users.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. admissible waiting time</td>
<td>5 [min]</td>
</tr>
<tr>
<td>Max. admissible delay</td>
<td>10 [min]</td>
</tr>
<tr>
<td>Weight of one in-vehicle minute for users (( p_v ))</td>
<td>1</td>
</tr>
<tr>
<td>Weight of one minute waiting for users (( p_w ))</td>
<td>2</td>
</tr>
<tr>
<td>Weight of rejecting a request</td>
<td>40</td>
</tr>
<tr>
<td>Weight of one minute with a vehicle in-motion for operators (( c_0 ))</td>
<td>1.5</td>
</tr>
</tbody>
</table>
Table 7
Glossary of notation used throughout the paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_r$</td>
<td>Time when request $r$ is posed</td>
</tr>
<tr>
<td>$o_r$</td>
<td>Origin of request $r$</td>
</tr>
<tr>
<td>$d_r$</td>
<td>Destination of request $r$</td>
</tr>
<tr>
<td>$w(r)$</td>
<td>Real waiting time faced by request $r$</td>
</tr>
<tr>
<td>$l^1(r)$</td>
<td>First-announced waiting time for request $r$</td>
</tr>
<tr>
<td>$l^2(r)$</td>
<td>Real in-vehicle time faced by request $r$</td>
</tr>
<tr>
<td>$t^1(r)$</td>
<td>Real in-vehicle time for request $r$</td>
</tr>
<tr>
<td>$t^2(r)$</td>
<td>First-announced in-vehicle time for request $r$</td>
</tr>
<tr>
<td>$d^1(r)$</td>
<td>Real detour faced by request $r$</td>
</tr>
<tr>
<td>$d^2(r)$</td>
<td>First-announced detour for request $r$</td>
</tr>
<tr>
<td>$D(r)$</td>
<td>Real delay faced by request $r$</td>
</tr>
<tr>
<td>$D^1(r)$</td>
<td>First-announced delay for request $r$</td>
</tr>
<tr>
<td>$\Delta_w(r)$</td>
<td>Increase in waiting time for request $r$ since its first announcement</td>
</tr>
<tr>
<td>$\Delta_l(r)$</td>
<td>Increase in in-vehicle time for request $r$ since its first announcement</td>
</tr>
<tr>
<td>$\Delta_d(r)$</td>
<td>Increase in detour for request $r$ since its first announcement</td>
</tr>
<tr>
<td>$Q(x)$</td>
<td>Number of requests departing from zone $x$</td>
</tr>
<tr>
<td>$u_r(x)$</td>
<td>Unreliability regarding waiting times for requests departing from $x$</td>
</tr>
<tr>
<td>$u_l(x)$</td>
<td>Unreliability regarding detours for requests departing from $x$</td>
</tr>
<tr>
<td>$u_d(x)$</td>
<td>Unreliability regarding delay for requests departing from $x$</td>
</tr>
<tr>
<td>$u_k(x)$</td>
<td>Unreliability regarding rejections for requests departing from $x$</td>
</tr>
<tr>
<td>$R_i(i = 1, \ldots, 4)$</td>
<td>Artificial requests inserted into the system</td>
</tr>
<tr>
<td>$R$</td>
<td>Set of requests</td>
</tr>
<tr>
<td>$T$</td>
<td>Set of trips (groups of requests)</td>
</tr>
<tr>
<td>$\delta t$</td>
<td>Time elapsed between consecutive iterations of the assignment process</td>
</tr>
<tr>
<td>$p_w$</td>
<td>Waiting time unitary cost</td>
</tr>
<tr>
<td>$p_l$</td>
<td>In-vehicle time unitary cost</td>
</tr>
<tr>
<td>$c_o$</td>
<td>Operating costs per vehicle-time unit</td>
</tr>
</tbody>
</table>
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